Pulsed and CW Gaussian beam interactions with double negative metamaterial slabs
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Abstract: The interactions of pulsed and continuous wave (CW) Gaussian beams with double negative (DNG) metamaterials are considered. Sub-wavelength focusing of a diverging, normally incident pulsed Gaussian beam with a planar DNG slab is demonstrated. The negative angle of refraction behavior associated with the negative index of refraction exhibited by DNG metamaterials is demonstrated. The transmitted beam resulting from both 3-cycle and CW Gaussian beams that are obliquely incident on a DNG slab are shown to have this property. Gaussian beams that undergo total internal reflection from a DNG metamaterial slab are also shown to experience a negative Goos-Hänchen (lateral) shift. Several potential applications for these effects in the microwave and optical regimes are discussed.
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1. Introduction

A material will be denoted throughout as a double positive (DPS) medium if its relative permittivity \( \varepsilon_r = \varepsilon / \varepsilon_0 > 0 \) and permeability \( \mu_r = \mu / \mu_0 > 0 \) are both positive. On the other hand, the relative permittivity and permeability are both negative in a double negative (DNG) medium, i.e., \( \varepsilon_r < 0 \) and \( \mu_r < 0 \). Consider a semi-infinite slab of metamaterial (an artificial realized material such as a DNG medium) embedded in free space. Consider an s-polarized (TE) incident wave (electric field perpendicular to the plane of incidence) that is incident on the slab at an angle of incidence \( \theta_{inc} \) as shown in Fig. 1.

![Reflection and transmission configuration](image)

Fig. 1. Reflection and transmission configuration.
The reflected and transmitted waves are known to satisfy [1] the law of reflection and Snell’s law:

$$\theta_{\text{rep}} = \theta_{\text{inc}}$$

$$n_{\text{trans}} \sin \theta_{\text{trans}} = n_{\text{inc}} \sin \theta_{\text{inc}}$$

where the index of refraction in either medium \((i)\) is given by the expression

$$n_i = \sqrt{\varepsilon_i \mu_i} = \sqrt{\varepsilon_0 \mu_0}$$

where \(\varepsilon_0\) and \(\mu_0\) are the free space permittivity and permeability. The reflection and transmission coefficients are given by the expressions

$$R = \frac{n_{\text{trans}} \cos \theta_{\text{inc}} - n_{\text{inc}} \cos \theta_{\text{trans}}}{n_{\text{trans}} \cos \theta_{\text{inc}} + n_{\text{inc}} \cos \theta_{\text{trans}}}$$

$$T = \frac{2n_{\text{trans}} \cos \theta_{\text{inc}}}{n_{\text{trans}} \cos \theta_{\text{inc}} + n_{\text{inc}} \cos \theta_{\text{trans}}}$$

where the wave impedance in either medium \((i)\) is

$$\eta_i = \sqrt{\frac{\mu_i}{\varepsilon_i}}$$

We will consider in most cases below a metamaterial that is DNG and is matched to free space. This means that \(\varepsilon_i < 0\) and \(\mu_i < 0\) so that \(n < 0\) and that \(n_{\text{trans}} = n_{\text{inc}}\). Consequently, for normal incidence one finds \(R = 0\) and \(T = 1\). Moreover, Snell’s Law indicates that for any oblique angle of incidence onto the DNG interface, the transmitted angle will be negative. The existence and the effects of this negative angle of refraction have been discussed by several groups, e.g., [2]-[10]. Nonetheless, there has been some controversy about this negative angle of refraction [11] despite initial experimental verification [7] with 3D metamaterial constructs. More recent planar DNG transmission line [12] and related planar refractive cone experiments [13] have more clearly verified this effect. Matching of a DNG metamaterial to free space has been reported [14].

Here, in the hope to tie together the microwave regime with typical optical regime configurations, the interaction of pulsed Gaussian beams with DNG metamaterial slabs is studied numerically. The numerical simulations are obtained with the finite difference time domain (FDTD) method; the modeling environment is discussed in Section 2. The results for normally incident beam interactions with a DNG slab are presented in Section 3. It will be shown that a planar DNG slab does indeed focus the beam. The interactions of a obliquely incident beam with the matched DNG slab are considered in Section 4. The presence of the negative angle of refraction is clearly demonstrated. Both ultrafast pulsed (3-cycle) and continuous wave (CW) Gaussian beams are considered. Interesting effects including the generation of strong surface waves and backward waves in the \(n = -1\) case are clearly demonstrated. Demonstration of the Goos-Hänchen effect for beams is discussed in Section 5. Both DPS and DNG media are considered. The lateral shift of the Gaussian beam upon total-
internal reflection that occurs in the DNG case is shown to be the reverse of the one for the DPS case. Conclusions and suggested practical applications for the negative refraction effects are considered in Sec. 6.

2. 2D-FDTD simulator

A two dimensional simulation environment with an s-polarized field was utilized for this beam interaction study. It was convenient and provided all of the necessary physics. The field components were assumed to be $H_x, E_y,$ and $E_z$.

As in [8], lossy Drude polarization and magnetization models were used to simulate the DNG medium. In the frequency domain, this means the permittivity and permeability were described as

$$\varepsilon(\omega) = \varepsilon_0 \left(1 - \frac{\omega_p^2}{\omega(\omega + i\Gamma)}\right)$$

$$\mu(\omega) = \mu_0 \left(1 - \frac{\omega_m^2}{\omega(\omega + i\Gamma_m)}\right)$$

The corresponding time domain equations for the polarization, $P_y$, and the normalized magnetization, $M_{nx} = M_x / \mu_0, M_{nc} = M_z / \mu_0$, fields are

$$\partial^2_t P_y + \Gamma_e \partial_y P_y = \varepsilon_0 \omega_p^2 E_y$$
$$\partial^2_t M_{nx} + \Gamma_m \partial_x M_{nx} = \mu_0 \omega_m^2 H_z$$
$$\partial^2_t M_{nc} + \Gamma_m \partial_z M_{nc} = \mu_0 \omega_m^2 H_z$$

The normalized magnetization was introduced to make the electric and magnetic field equations completely symmetric. The Drude model is preferred over a Lorentz model for these studies since it provides a much wider bandwidth over which the negative values of the permittivity and permeability can be obtained. By introducing the electric and magnetic currents

$$K_x = \partial_x M_{nx}$$
$$K_z = \partial_z M_{nc}$$
$$J_y = \partial_y P_y$$

the field and current equations used to model the beam interaction with a DNG medium become
\[ \partial_{t} H_{x} = \frac{1}{\mu_{0}} \left( \partial_{z} E_{y} - K_{y} \right) \]
\[ \partial_{t} K_{x} + \Gamma_{x} K_{x} = \mu_{0} \omega_{0}^{2} H_{z} \]
\[ \partial_{t} H_{z} = -\frac{1}{\mu_{0}} \left( \partial_{x} E_{z} + K_{x} \right) \]
\[ \partial_{t} K_{z} + \Gamma_{z} K_{z} = \mu_{0} \omega_{0}^{2} H_{z} \]
\[ \partial_{t} E_{y} = \frac{1}{\varepsilon_{0}} \left[ \left( \partial_{z} H_{z} - \partial_{x} H_{x} \right) - J_{y} \right] \]
\[ \partial_{t} J_{y} + \Gamma_{y} J_{y} = \varepsilon_{0} \omega_{0}^{2} E_{y} \]

In a DPS medium the corresponding field and current equation set is simply

\[ \partial_{t} H_{x} = -\frac{1}{\mu} \partial_{x} E_{y} \]
\[ \partial_{t} H_{z} = -\frac{1}{\mu} \partial_{x} E_{y} \]
\[ \partial_{t} E_{y} = \frac{1}{\varepsilon} \left( \partial_{z} H_{z} - \partial_{x} H_{x} \right) \]

The equation sets (10) and (11) were solved self-consistently and numerically with the FDTD approach [15], [16], i.e., these equations were discretized with a standard leap-frog in time, staggered grid approach. The electric field component was taken at the center of the square cells for integer time steps; the magnetic field components were taken along the cell edges for half-integer time steps. The electric and magnetic currents were located at the cell centers but with their time assignments opposite to the corresponding electric and magnetic field components, i.e., the magnetic current components were sampled at integer time steps and the electric current component was sampled at half-integer time steps. This allowed a FDTD stencil that properly simulated the matched medium conditions, i.e., this FDTD stencil produced the smallest numerical reflections because under matched conditions it produced numerical impedances associated with Eqs. (10) that coincided very closely with those associated with Eqs. (11). The time step \( \Delta t = 22.39 \) ps was set at 0.95 of the Courant value.

The simulation space was truncated with a 10-cell layer Two Time Derivative Lorentz Material (2TDLM) model absorbing boundary condition [17], [18]. The simulation space was discretized into squares with a side length \( \Delta = \lambda_{0} / 100 = 100 \mu m \). The simulation region (z vs x) for the normal incidence beam cases was \( 830 cells \times 640 cells \); for oblique incidence was \( 930 cells \times 1040 cells \) and for the Goos-Hänchen cases was \( 520 cells \times 1040 cells \). The simulation space was separated into total field and scattered field regions. The Gaussian beams were launched into the total field region using a total field - scattered field (TF-SF) formulation. This source approach has been used successfully for a variety of applications, e.g., in [19].

We note that Eqs. (11) and their numerical implementation will simulate a dispersionless DPS medium while the corresponding numerical implementation of Eqs. (10) will simulate a dispersive DNG medium. This difference does lead to some nuances when comparing the DNG and the DPS results below. However, since DNG media are necessarily dispersive [5], [8], the physics represented by Eqs. (10) is viewed as a practical model. Moreover, DPS media that are dispersionless are quite common (at least) at microwave frequencies. Thus, the DNG-
DPS comparisons made here are relevant to realistic situations that are encountered in potential experiments and applications.

Several matched slab cases were considered. In those cases the parameters for the electric and magnetic Drude models were identical, i.e., $\omega_p = \omega_m = \omega'_p$ and $\Gamma = \Gamma_m = \Gamma$. In all cases, only low loss values were considered by setting $\Gamma = 10^{10} \text{ s}^{-1}$. In all cases, the center frequency of interest to define the index of refraction was chosen to be $f_0 = 30 \text{ GHz}$, corresponding to a free-space wavelength $\lambda_0 = 1.0 \text{ cm}$. This value was selected to connect these results to those presented in [8]. Note that all of the results to be presented can be achieved in a similar fashion at any desired set of microwave, millimeter, or optical frequencies with the appropriate frequency values in the Drude models and the corresponding FDTD simulation parameters. For the matched DNG $n = -1$ cases, these parameters were $\omega_p = 2\pi \sqrt{2} f_0 = 2.66573 \times 10^{11} \text{ rad/s}$ and, hence, $\Gamma = 3.75 \times 10^{-4} \omega_p$. For the matched DNG $n = -6$ cases, these parameters were $\omega_p = 2\pi \sqrt{7} f_0 = 4.98712 \times 10^{11} \text{ rad/s}$ and, hence, $\Gamma = 2.01 \times 10^{-4} \omega_p$. The real part of the index of refraction for these cases is shown in Fig. 2.

![Index of refraction vs Frequency](image)

**Fig. 2.** Frequency response of the real part of the index of refraction associated with the lossy Drude models used in the FDTD simulations.

The input time signals were all multiple cycle $m-n-m$ pulses given by the expressions
$f(t) = \begin{cases} 
0 & \text{for } t < 0 \\
g_{\text{on}}(t)\sin(\omega t) & \text{for } 0 < t < mT_p \\
\sin(\omega t) & \text{for } mT_p < t < (m+n)T_p \\
g_{\text{off}}(t)\sin(\omega t) & \text{for } (m+n)T_p < t < (m+n+m)T_p \\
0 & \text{for } (m+n+m)T_p < t 
\end{cases}
(12)$

where if the terms $x_{\text{on}}(t) = t/(mT_p)$ and $x_{\text{off}}(t) = [t-(m+n)T_p]/(mT_p)$, the continuous and two-derivative smooth functions

$g_{\text{on}}(t) = 10x_{\text{on}}^3(t) - 15x_{\text{on}}^4(t) + 6x_{\text{on}}^5(t)$

$g_{\text{off}}(t) = 1 - \left[10x_{\text{off}}^3(t) - 15x_{\text{off}}^4(t) + 6x_{\text{off}}^5(t)\right]
(13)$

These smooth excitation functions generate minimal noise as the waves are introduced into the FDTD simulation region. Each cycle has the period $T_p = 1/f_o$. The function $g_{\text{on}}(t)$ goes smoothly from 0 to 1 in m-periods; the function $g_{\text{off}}(t)$ goes smoothly from 1 to 0 in m-periods. The function $f(t)$ thus turns on in m-periods, turns off in m-periods, and maintains a constant amplitude for its envelope over n-periods. All the CW cases below were turned on in 2-cycles and were then held constant for the entire simulation time, i.e., $m = 2$ and $m + n > T_{\text{total}}$. The ultrafast input signals were 1–1–1 (3-cycle) pulses. Thus the input time signals had their spectra centered on $f_o$ with either broad (3-cycle) or narrow (CW) bandwidths.

It is to be noted that the use of this purely numerical simulation approach to study the beam interaction has several advantages. Very complicated structures, as well as the DNG material, could be incorporated into the simulation region. Narrowband and broadband excitation pulses can be handled in the same simulation environment. However, and most importantly, there are no choices involved in defining derived quantities to explain the wave physics, e.g., no wave vector directions nor wave speeds are stipulated a priori. The FDTD simulator does not know which way the wave should refract at a DPS-DNG interface nor whether it should focus a beam in a DNG region or cause it to diverge. It simply calculates what is specified by Maxwell’s equations there. In this manner, it provides an excellent approach to studying the wave physics associated with DNG metamaterials.

3. Normal incidence results

The normal incidence set of cases considered dealt with the issue of whether a planar DNG medium can focus the beam or not. The focal plane of the beam was taken to be the TF-SF boundary. The driving signals were all CW. The beam varies spatially as $\exp(-x^2/\lambda_o^2)$ on that boundary, i.e., its amplitude falls to $e^{-1}$ at its waist $\lambda_o$. The beam that is generated has many wave vectors associated with it. Wave vectors off the beam axis point away from it for a diverging beam and towards it for a converging beam. Because it was expected that a DNG medium would have a negative index of refraction and would focus the beam, i.e., it would bend the wave vectors of a diverging beam back towards the beam axis, a strongly divergent beam was sought. A diffraction limited beam, whose waist was 50 cells ($\lambda_o/2$) in the TF-SF plane, was used. This beam had a near-to-far field distance of $\pi \lambda_o^2 / \lambda_o = \lambda_o$. The TF-SF boundary was thus set $2\lambda_o = 200$ cells away from the DNG interface. This allowed sufficient
distance for the beam to diverge before it hit the interface. The DNG slab also had a depth of $2\lambda_0$; its width was $6\lambda_0 = 600\text{cells}$.

The beam propagating in free space is shown in Fig. 3. The electric field intensity in the simulation region is shown for one instant in time in each frame. The highest values are colored yellow; the lowest values are tan. Twenty-one snap-shots in time were captured at equal time intervals for 3000 time steps; the first frame represents the problem configuration at time zero. The DNG slab’s boundary is superimposed on these frames to allow for comparisons to the actual DNG cases. The beam is clearly diverging as it propagates.

![Fig. 3. (413 KB) Electric field intensity distribution for the normally incident Gaussian beam propagation in free space. The location of the slab region in the DNG simulations is shown.](image)

The beam interaction with a matched DNG slab with $n = -1$ is shown in Fig. 4. The DNG slab was $2\lambda_0 = 200\text{cells}$ deep and it was $2\lambda_0 = 200\text{cells}$ away from the TF-SF plane. The focal plane of the source beam was taken at the TF-SF plane. The simulation was run for 5000 time steps and twenty-one snap-shots again were obtained. The frames show clearly that the planar DNG medium turns the diverging wave vectors towards the beam axis and, hence, acts as a lens to focus the beam. As shown in [8], with the source distance and the slab depth equal, the foci of the beam in the DNG slab and in the DPS medium beyond the DNG slab will coincide with $n = -1$ at a distance equal to the depth of the slab, i.e., the focal plane of the beam occurs at the rear face of the slab. This means that the DNG slab should ideally reproduce the beam at its rear face as it exists in the TF-SF plane. Note that if the source distance is much larger than the depth of the slab, no real foci occur and the convergence of the beam would again be maximized at the rear of the slab. This would be the anticipated configuration in many practical beam applications. The intensity of the electric field along the beam axis and along the front and back faces (as well as along every line shown in the first geometry slide of the movie) was sampled at the same time that each snap-shot was obtained.
The intensity along the beam axis at \( t = 4500 \Delta t \) is plotted in Fig. 5; the intensities along the front and back faces of the DNG slab are given in Fig. 6 for \( t = 750 \Delta t \) and \( t = 4500 \Delta t \), respectively. These times were selected because they are times in the FDTD simulation for the sinusoidal excitation at which the maximum values are realized at those beam axis points. The peaking of the beam towards the back face is evident in Fig. 5. The beam intensity is seen in Fig. 6 to have narrowed from a half width at half maximum of \( \frac{50 \text{cells}}{\lambda} = 0.5 \lambda_0 \) at the front face to \( \frac{30 \text{cells}}{\lambda} = 0.3 \lambda_0 \) at the back face. The intensity waist in the TF-SF plane is \( w_0 / \sqrt{2} = 35 \text{cells} \). The DNG slab has focused the beam slightly more than expected; the peak intensity is about 18% lower than its TF-SF plane value. These variances from the theoretical \( n = -1 \) result stem from the presence of additional wave processes, such as surface wave generation, and from dispersion and loss in the actual Drude model used to define the DNG slab in the FDTD simulations.

The corresponding results for the beam interacting with the matched DNG slab with \( n = -6 \) are shown in Figs. 7-9. The beam interaction with a matched DNG slab with \( n = -6 \) is shown in Fig. 7. The DNG slab was \( 2 \lambda_0 = 200 \text{cells} \) deep and it was \( 2 \lambda_0 = 200 \text{cells} \) away from the TF-SF plane. The focal plane of the source beam was again taken at the TF-SF plane. The simulation was run for 8000 time steps to allow for the slower speed of the beam in the DNG slab, and twenty-one snap-shots were again obtained. The intensity along the beam axis at \( t = 4800 \Delta t \) is plotted in Fig. 8; the intensities along the front and back faces of the DNG slab are given in Fig. 9 for \( t = 750 \Delta t \) and \( t = 4800 \Delta t \), respectively. In contrast to the \( n = -1 \) case, when the beam interacts with the matched DNG slab with \( n = -6 \), there is little focusing.
Fig. 5. Gaussian beam interaction with a DNG slab having $n = -1$. The intensity of the electric field along the beam axis is shown. The DNG slab front and back face locations are indicated by the green lines. Sharp discontinuities in the derivatives of the field across the DPS-DNG interface and focusing at the back surface are observed.

Fig. 6. Gaussian beam interaction with a DNG slab having $n = -1$. The intensity of the electric field along the front and back faces, orthogonal to the beam axis, are shown. Focusing and narrowing of the beam at the back surface are observed.
observed. The negative angles of refraction dictated by Snell’s Law are shallower for this higher magnitude of the refractive index. Rather than a strong focusing, the medium channels
power from the wings of the beam towards its axis, hence, maintains its amplitude as it propagates into the DNG medium. The fact that the wings of the beam feed its center portion can be perceived by the converging wave fronts shown in Fig. 7 at the edges of the beam in the DNG slab. The width of the beam at the back face is only very slightly narrower yielding only a slightly higher peak value there in comparison to its values at the front face. The strong axial compression of the beam caused by the (factor of 6) decrease in the wavelength in the $n = -6$ DNG slab is seen in Figs. 7 and 8.

Fig. 9. Gaussian beam interaction with a DNG slab having $n = -6$. The intensity of the electric field along the front and back faces, orthogonal to the beam axis, are shown. There is only a slight narrowing in the width of the beam after its propagation through the entire DNG slab.

Note that in all the DNG cases the beam appears to diverge significantly once it leaves the DNG slab. The properties of the DNG medium hold the beam together as it propagates through the slab. Once it leaves the DNG slab, the beam must begin diverging, i.e., if the DNG slab focuses the beam as it enters, the same physics will cause the beam to diverge as it exits. The rate of divergence of the exiting beam will be determined by its original value and the properties and size of the DNG medium. Also note that a beam focused into a DNG slab will generate a diverging beam within the slab and a converging beam upon exit from the slab. This behavior has also been confirmed with the FDTD simulator.

4. Oblique incidence results

The oblique incidence set of cases considered dealt with the primary issue of whether a DNG medium will provide a negative angle of refraction or not. Both CW and 3-cycle pulse cases were simulated. The beam launched from the TF-SF plane had a waist of 100 cells ($\lambda_0$). The focal plane of the beam was orthogonal to the direction of propagation and centered at the TF-SF plane. The larger beam waist was selected in this study so that the DNG medium did not impact the beam shape as much as it propagated through the slab. The TF-SF boundary was set at $3\lambda_0 = 300$ cells away from the DNG interface. This allowed a sufficient distance for the
entire beam associated with the 3-cycle pulse to be present in the simulation space before it interacted with the DNG slab. In all cases the angle of incidence of the beam was 20° and the slab depth was $2\lambda_0 = 200\text{cells}$. Note that for an angle of incidence $\theta_{inc} = 20^\circ$, $R = 0.031$ and $T = 0.969$. Hence, the reflected beam intensity was very small in comparison to the transmitted beam intensity.

The CW excitation pulse results for the $n = -1$ DNG slab are shown in Fig. 10. The simulation was run for 5000 time steps; twenty-one snap-shots in time were obtained at equal intervals. The negative angle of refraction is clearly seen. The beam was sampled along the front face of the slab and at the plane 200 cells from the rear face. It was found that, as predicted by Snell’s Law with a negative angle of refraction in the DNG medium, that the centroids of the beam at those planes were coincident. Despite the oblique nature of the propagation, the beam did focus the beam in the DNG slab towards its back face. The discontinuities in the derivatives of the fields at the DPS-DNG interfaces are displayed by the V-shaped patterns at the interfaces. Note that the reflected beam is not readily apparent because, as noted above, the reflection coefficient is quite small in this matched slab case. Also note that, as predicted in [20], [21], surface waves are generated as the beam interacts with the DPS-DNG interface. However, like the reflected waves, their intensity is small in comparison to the transmitted beam.

The results for the 3-cycle excitation pulse interaction of the $n = -1$ DNG slab are shown in Fig. 11. The simulation was run for 2500 time steps; twenty-six snap-shots in time were obtained at equal intervals. Several interesting effects can be highlighted. Notice that the ultrafast pulse generates a strong surface wave. Moreover, as this surface wave propagates away from the interaction region, it generates a backward wave [23] into the source side of the slab. These backward waves have been observed in [22]. Because of the broad bandwidth of the pulse, the dispersive effects of the Drude slab, the large angles involved, and the presence
of several distinct wave processes, large distortions in the beam are also present in this example as it propagates through the DNG slab.

![Electric field intensity distribution for the interaction of a 3-cycle pulsed Gaussian beam that is incident at 20° to a DNG slab having \( n = -1 \). A negative angle of refraction of the transmitted pulsed beam is observed. A backward wave is generated at the front interface.](image)

Fig. 11. (267 KB) Electric field intensity distribution for the interaction of a 3-cycle pulsed Gaussian beam that is incident at 20° to a DNG slab having \( n = -1 \). A negative angle of refraction of the transmitted pulsed beam is observed. A backward wave is generated at the front interface.

The CW excitation pulse results for the \( n = -6 \) DNG slab are shown in Fig. 12. The negative angle of refraction is again clearly seen. However, because of the change in wavelength in the DNG slab, the beam becomes highly compressed axially. Because the wave speed in the DNG slab correspondingly slows down by a factor of 6, the simulation was run for 8000 time steps. Again, twenty-one snap-shots in time were obtained at equal intervals. The V-shaped patterns at the interfaces that display the discontinuities in the derivatives of the fields at the DPS-DNG interfaces are again clearly seen. Note that, as also predicted in [21], surface waves are not strongly generated as the beam interacts with the DPS-DNG interface when \( n < 0 \) and \( n \neq -1 \). In contrast to the \( n = -1 \) case, there was little focusing in the DNG slab. Also note that the reflected beam is small because the DNG slab is again matched to the source region.
The results for the 3-cycle excitation pulse interaction of the $n = -6$ DNG slab are shown in Fig. 13. The simulation was run for 5000 time steps; twenty-one snap-shots in time were obtained at equal intervals. Several interesting effects can be highlighted. Notice that even with its oblique angle of propagation through the slab and with its high degree of axial compression, the propagation of the pulsed beam was well-behaved. One can see the presence of a precursor beam leaving the slab ahead of the main pulse within the DNG medium. This results primarily from the broad bandwidth of the beam. Since there are high frequency components associated with the leading and trailing edges, they see a very different, smaller refractive index medium than does the center frequency. Finally, notice that its takes quite some time for the entire beam to return into the free space medium in back of the slab. This effect causes the ultrafast beam to become quite spread out in time. The beam again diverges once the centroid of the beam exits the DNG slab.

5. Goos-Hänchen effect

It is well-known that when a Gaussian beam is obliquely incident beyond the critical angle on an interface from a higher index of refraction DPS medium to a lower one, the centroid of the reflected Gaussian beam will experience a positive lateral shift along the interface from the purely specular reflection point of the centroid of the incident beam [24]. This Goos-Hänchen shift results from the wave vector direction dependence of the reflection coefficient (4). In particular, if $x$ is the direction along the interface and $z$ is the direction orthogonal to it, then the
corresponding wave vector components $k_x$ and $k_z$ are related as $k_{inc} = k_0 \sqrt{\epsilon_0 \mu_0 - k^2}$ in both media. If $k_{inc}$ represents the parallel component of the wave vector corresponding to the center of the incident beam, then an approximate expression for the reflected beam is [24]

$$E_r(x, z) = R(k_{inc}) e^{i(k_{inc})} \Phi(x', y, z) = -\Phi(x', y, z)$$

(14)

where the reflection coefficient (4) is re-written in the form

$$R(k_x) = \exp \left[ -i \Phi(k_x) \right]$$

(15)

Equation (15) defines the phase function as $\Phi = i \ln R$; its derivative $\Phi' = \frac{\partial \Phi}{\partial k_x}$ is then readily obtained. For an incident DPS medium with $\epsilon_r = 9.0$ and $\mu_r = 1.0$ and for the transmission DPS medium with $\epsilon_r = 3.0$ and $\mu_r = 1.0$, the critical angle is $\theta_c = \sin^{-1} \left( n_r / n_i \right) = 35.26^\circ$. Calculating the lateral shift $\Phi'(k_{inc})$ with a MatLab program for an angle of incidence of $40^\circ$, one finds that the shift should be $31.6 \text{ cm}$ for the frequency $f_0$. For the corresponding FDTD simulation, this would mean that the centroid of the reflected beam would be shifted approximately $32 \text{ cells}$ positively along the interface away from the incident beam center. If, on the other hand, the transmission medium is a DNG medium with $\epsilon_r = -3.0$ and $\mu_r = -1.0$, then the wave vector components parallel to the interface in either
medium must be equal, but the components normal to it are equal in magnitude and opposite in sign. This will cause the phase term $\Phi$ to have the opposite sign in the DNG medium case. Thus, one would expect the lateral shift to be $-32\text{cm}$, hence, $-32\text{cells}$ from the incident beam center on the interface. These theoretical results are pictorially represented in Fig. 14.

![Fig. 14. A Gaussian beam obliquely incident from a higher refractive index magnitude medium to a lower one with an angle of incidence beyond the critical angle (blue) will generate a reflected beam that experiences a positive Goos-Hänchen lateral shift (green) in a DPS medium or a negative Goos-Hänchen lateral shift (red) in a DNG medium.](image)

The FDTD simulation results for the Goos-Hänchen effect in the DPS and DNG media are shown, respectively, in Figs. 15 and 16. The simulation was run for 6000 time steps; twenty-one snapshot times in time were obtained at equal intervals between time steps 1000 and 6000. A CW Gaussian beam with a center frequency $f_0$ and with a $\lambda_0$ waist at the plane that is orthogonal to the beam axis and that intersects the front face of the slab at its center was launched from the TF-SF interface with a $40^\circ$ angle of incidence in both cases. The TF-SF interface was $200\text{cells}$ from the front face of the slab. The slab was $200\text{cells}$ deep. The specular-like reflection process for the above-critical beam was realized. The presence of different beam centers is somewhat apparent when both figures are compared. To make this comparison clearer, the electric field intensity distribution measured at $t = 6000\Delta t$ along the plane two cells in front of the TF-SF plane for the DPS and for the DNG cases are shown in Figs. 17 and 18, respectively. The location in this plane of the initial beam center and the specularly reflected beam center are indicated by the vertical black lines. The location of the predicted Goos-Hänchen-shifted beam centers are indicated by the vertical green lines. Figures 17 and 18 clearly show the opposite lateral shifts between the DPS and the DNG cases. An analysis of the centroids of the reflected beams yielded approximately a $+31\text{cell}$ lateral shift in the DPS case and a $-21\text{cell}$ lateral shift in the DNG case, in reasonable agreement with the theoretical analysis. The corresponding movies show that the evanescent waves generated in the DPS slab penetrate further into the slab than they do in the DNG case. As could have been expected from the differences in the evanescent wave properties in DPS and DNG media, the
wave interaction occurs primarily near the DNG interface. These corresponding movies also show a small delay before the reflected beam emerges from the interaction process.

Fig. 15. (641 KB) Electric field intensity distribution for the interaction of a CW Gaussian beam that is incident at 40° in a DPS medium with $\varepsilon_r = 9.0$ and $\mu_r = +1$, i.e., $n = +3$ onto a DPS slab having $\varepsilon_r = +3.0$ and $\mu_r = +1$, i.e., $n = +\sqrt{3}$. The positive Goos–Hachen shift of this beam is observed. Some penetration of the beam into the slab occurs. The total field-scattered field boundary where the beam is generated is apparent. The total-internal-reflected beam propagates out of the FDTD total field region into the FDTD scattered field region as it passes this boundary.

Fig. 16. (541 KB) Electric field intensity distribution for the interaction of a CW Gaussian beam that is incident at 40° in a DPS medium with $\varepsilon_r = 9.0$ and $\mu_r = +1$, i.e., $n = +3$ onto a DNG slab having $\varepsilon_r = -3.0$ and $\mu_r = -1$, i.e., $n = -\sqrt{3}$. The total field-scattered field boundary where the beam is generated is apparent. The total-internal-reflected beam propagates out of the FDTD total field region into the FDTD scattered field region as it passes this boundary.
Fig. 17. The electric field intensity distribution measured at $t = 6000\Delta$ at two cells in front of the TF-SF plane for the total internal reflection DPS slab case. The positions of the incident beam center and the specularly-reflected beam center are indicated by the vertical black lines. The theoretical positive Goös-Hachen shift is indicated by the vertical green line.

Fig. 18. The electric field intensity distribution measured at $t = 6000\Delta$ at two cells in front of the TF-SF plane for the total internal reflection DNG slab case. The positions of the incident beam center and the specularly-reflected beam center are indicated by the vertical black lines. The theoretical negative Goös-Hachen shift is indicated by the vertical green line.
6. Conclusions

The interactions of Gaussian beams with DPS and DNG slabs were investigated numerically. Both normal incidence and oblique incidence cases were considered. The normal incidence results demonstrated a focusing of the beams in a planar DNG slab. The oblique incidence results clearly showed the existence of a negative refractive angle behavior. The negative refractive effects were realized with 3-cycle and many-cycle pulsed Gaussian beams. A negative lateral Goos-Hänchen shift was demonstrated for a beyond-critical-angle Gaussian beam scattering from a DNG slab.

A number of interesting applications for DNG media arise from these results. The use of a DNG over-layer on a detector array could significantly enhance its behavior. Waves incident on the DNG over-layer could be focused to the back of the layer and, hence, onto the faces of the detector elements. Another potential application is for near-field scanning microscopy (NSOM). As shown in Figs. 4 and 5, there is a focal region just outside of the back face of the DNG slab. Since the field intensity has been concentrated there in a sub-wavelength region without a guiding structure, it could act as a much smaller aperture NSOM source than the typical tapered optical fiber probe and without similar aperture effects. The negative refractive angle behavior has already begun to be exploited through the DPS photonic band-gap super-prism effect, e.g., see [25-27]. The DNG media provide another form of metamaterial to realize those applications which include WDM switches and couplers.

Several of the predicted DNG metamaterial behaviors have been studied with a variety of microwave experiments. They have confirmed many theoretical and numerical analyses. Many more experiments are on-going and are needed. A variety of similar physics and engineering aspects of DNG metamaterials have been considered in the microwave, millimeter and optical regimes. Numerical experiments will be a dominating design environment for any eventual successful exploitation of these DNG metamaterial properties. Nonetheless, their eventual usefulness for many potential practical applications will depend greatly on clever fabrication concepts and implementations in those scenarios.